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A sqaentist of the future records experiments with a tiny camera fitted with
universal-focus lens. The small square in the eyeglass at the left sights the
object (LIFE 19(11), p. 112).
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“Wholly new forms of encyclopedias will appear,
ready-made with a mesh of associative tralls running

through them.
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Xerox PARC. 1973 Modern MacOS desktop
The Xerox Alto.
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Card, English and Burr. 19/8.

-ngelbart 1963-64 -valuation of mouse, rate-controllec Modern mouse
Sirst mouse prototype isometric joystick, step keys, and text
<eys for text selection on a CRI.
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xrn — version 8,01-beta-3

Operations apply to current selection or cursor position
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ecty Cream Brulese
Organizationd Unicom

HasterCook exporti Cream Brulse
¥ Exported from HasterCook X
Creme Brulee
lleoige Du_ t Food and Hine - Deo%ﬁ
Selwmgig;ze : 8 Pregcaration Time (0300
Ingredient -- Preparation Method

Cream

Heavy
vanilla bezan
Salt

Egg yolks
Sugar

Suzar

Broun sugar

Preheat the oven to 200F, In a hezvy medium saucespan, combine the cream,
vanilla bean and salt, Warm over moderzate heat until the swrface begins
to shimmer, about S minutes, In a largs bouwl, stir the OE‘ golks and
sugar until blended, Pour in the hot cream and stir gently to avoid
forming air bubbles, Strain the custard into a large measuring glass and
skim off and surface air bubbles, (Rinse the vanilla bean and reserve for
future use.,? Place 2 3/4-cup ramekins in a roasting pan, Pour the custard
into the ramekins, filling them up to the rim, Place the roasting pan in
the cven and pour in enough warm water to reach half up the sides of
the ramekins, Cover loozely with foil and bake for 1 174 hours, or until
the custard is firm around the edges, (It may still be wobbly in the
center but it will firm up as it chills,) Remove the ramekins from the

Because you watched Stranger Things

Because you watched American Crime Story: The People v. O.J. Simpson
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Flala. 2005. AR Tag, a fiducial marker

system using C

igrtal technic

UES.

QR codes, visual augmented
reality markers




Zhai and Kristensson. 2003. Swipe keyboards (105, Androic
Shorthand writing on a stylus [Image from 9toomac]
keyboard.
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Consolvo et al. 2008. Activity

sensing In the wila:

UbikFit Garden.

a field trial of

Modern fithess trackers
'Image from Apple]

Activity
MOVE

S EXERCISE 16%
5/30 MIN

\ STAND 25%
3/12 HR
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Apple Watch handwashing
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/hang et al. 202 1. Al-powerec

screen reader accessibilty.
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1OS Screen Recognition

12:15

< Back Screen Recognition

Screen Recognition O

30 MB Used

Your iIPhone will automatically improve the
accessibility of apps that have no accessibility
Information, such as identifying the state of buttons or
toggles, and by grouping related items together. In
other apps, Screen Recognition can be accessed
through the rotor.

Apply to Apps
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"How about a virtual reality headset that uses blockchain technology to securely
store user data and persondlize the VR experience using deep learning algorithms?
I'he headset would be able to analyze a user's brain activity and eye movements in
real-time to continuou . . . nces and interests. [t
would also use blockc Wh)’ Is this a bad Ctions within the VR
world, allowing them to seamlessly switch between devices and pick up where they
left off. This technology would revolutionize the way we experience virtual reality,
making it more immersive and personalized than ever before.”

(ChatGPT prompt:“Generate a tech product idea that is full of technobabble
about VR, blockchain, and deep learning”)




This class

Cnvisioning and understanding
the future of Iinteraction
between people, soclety, and technology



This class

leaches founaational theories
and modern frontiers



L earning goals



This is not like other
HCI classes.

Your goal 1s not just to design an alignment between people and technology.

Your goal Is to articulate, critigue, and generate entirely new ideas about that
relationship.



Foundations and frontiers

You will learn the major theories and concepts that underpin HCI

You will engage In critical analyses of these theories and concepts,
apply them, and extend them

23
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Ubiquitous computing

Unit |

ubigurtous and tangible computing
iNput and output
activity, health, and behavior




O

Mobile phone’s
model of a person

' O'Sullivan and Igoe 2004]




The future of interaction!

‘Microsoft]


https://www.youtube.com/watch?v=SO49Q-HcuKE

.. .this vision, from an interaction
perspective, 1S not visionary. It's a timia
increment from the status quo, and the

status quo, from an Interaction perspective,

s actually rather terrible.” — Bret Victor

http://worrydream.com/A

BriefRantOn I heFutureOfinteraction

Design/
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vs. '‘Pictures Under Glass”
Victor 201 1]




[Hutchins 1995,

Why is this so terrible?

Dourish 2004; Klemmer, Hartmann, Takayama 2006

Our cognition leverages embodiment—our bodies:

We learn through interaction with the world

We leverage the environments arounc

We cormr

municate our In
just our fi
brofessors on st

ingert

DS consider musl

age trying to get

clans, da

us to make us smarter

ent through much broader mechanisms than

ncers, construction workers,

your at

‘ention
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Mark Weiser, |99 |
You Wil read this for our next class



"I he most profound technologies are
those that disappear. [ hey weave
themselves Into the fabric of everyday

Ife until they are Iindistinguishable from It.”
— Mark Welser

‘Weiser [991]



Ubiquitous computing: a

vision In which computers “vanish into
the background” rather than focus our attention on a single box

[ his vision requires interac

Ive systems to become react

ve,

context-aware, ambient, and embedded In everyday activities

UbiqUitOUS COmPUting Weiser 19917
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ACtIVIty reCOgnltIOH [Laput et al. 2015]

\ Detecting
ambient M
signals
transmitted

/ through
body using
commodity
smart watch
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Context-aware computing

Collect iInformation about the user's environment, and use It to
customize their computing experience

Some types of context: location, social surroundings, activity level

But beware overuse of the term ‘context’!

Towards a Better Understanding of Context and
Context-Awareness

Anind K. Dey and Gregory D. Abowd

35



/ ¢ 09:42 PM

Evening chores and relaxation

- Living room lights: Off

lvan Poupyrev's Archetype Al: https://www.youtube.com/watchv=L1bOHomV [ 8Y



https://www.youtube.com/watch?v=LTb0HomV18Y

PI"Ogl’am mable ObjeCtS Jin et al. 2019]

one side: 45 min
‘both sides: 90 min

°hotochromic
inks change
color when
exposed to
ights of a
specific
wavelength
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Privacy 'Chen et al. 2020]

VWearable
microphone
Jamming;
ultrasonic
speakers are
read as white
noise by mics

Wearing the
oracelet means

the speakers

move, SO we
oet better
coverage



Ubiquitous!

Flickr: GA

RNET







Ubicomp is backgrounded

What Welser calls one of
the first “calm”
technologies: Live Wire, a
wire on a stepper motor,
monitoring net traffic
Jeremijenko 1995]



http://www.nyu.edu/projects/xdesign/mainmenu/archive_livewire.html

Weiser envisioned
ubiquitous computing
devices at three
scales: tabs, pads, and
boards.




Most similar to
today’'s smart
watches

Significant
Otter: sharing
biosignals with
romantic

partners | LU
et al. 2021
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Tangible computing




Tangible Computing

Directly-manipulable physical interfaces to data and computation
Pure’ form of ubicomp In that there 1s no computer to be seen

You will read this for our next class

Tangible Bits: Towards Seamless Interfaces
between People, Bits and Atoms

Hiroshi Ishii and Brygg Ullmer
MIT Media Laboratory

Tangible Media Group
20 Ames Street, Cambridge, MA 02139-4307 USA
{1shi1, ullmer} @media.mit.edu

ABSTRACT BITS & ATOMS

47





http://dl.acm.org/citation.cfm?id=303114

Urp: a luminous-tangible workbench for urban planning and design.
Underkoftler, Ishi. CHI "99.



http://dl.acm.org/citation.cfm?id=303114

QO



Questions you ought to be
asking

Why do, and don't, we have elements of the ubiguitous and tangible
computing visions In our lives today, thirty years later?

VWhat are resilient challenges or mistaken assumptions, and what
challenges might we actually be able to tackle?

o)



Yesterday’'s tomorrows

Bell and Dourish 200/]

Ubiquritous computing is driven not by a technological goal, but by a
shared vision of the future.

However, this vision s a future as imagined in 1991,

What should the future of ubicomp be, from today’s perspective!




Where we go from here

week | Ubicomp

week 2 Ubicomp/Design

week 3 Design

week 4 Soclal Computing

week 5 Soclal Computing / Human-Centered Al
week 6 Software lools / Content Creation
week 7 Cognition /Visualization

week 8 1BA

week 9 Methodology / Accessibility

week 10 [CT4D / Something Old, Something New 5



How this class works



Class activity | of 3:
Readings




Yes, you are reading in a
Computer Science class.

There will be two papers to read for each class day.

This will take substantial time. It will get faster as the course proceeds
and you get more used to reading papers.

T you are reading off-campus, use the Stanford library proxy linked at the
top of the syllabus webpage.
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Commentaries

After reading the

papers for each class, you will reflect on the main

ideas In each paper and submit a written commentary.

hese commen
the concepts In

Commentaries

taries serve as a mechanism to drive deeper reflection on
each paper.

are due at 5pm the day before lecture.

We will drop the four lowest commentary grades at the end of class:

meaning, you m

ay drop four readings worth of commentaries

We will be using
each lecture

‘hese commentaries to drive discussion during

>/



Do’s: writing a strong commentary

Do: engage with the core contributions —

Step | (Reflection): State the main point but then reflect on why the
ideas in the reading made sense from the authors’ perspectives.

Step 2 (Synthesis): How effectively does 1t convince you of that
aresument! How could the argument be even more persuasive, on its
own terms!?

Step 3 (Future work): What are the implications of the argument?
Given the ideas presented in the paper, what would you want to
work on, or how would you modify those ideas?

58



Don’ts: writing a strong commentary

Do not: stop after just disagreeing with what the authors wrote

Step | (Reflection):We get lots of commentaries that are mostly

summary.

Step 2 (Synthesis): |

Don't stop here.We've all read the paper. | -2 sentences max.

's easy to just lob criticisms and negativity. [oo many

commentaries are just lists of complaints. Instead, focus on: what's at the
core of this idea, and why Is it holding sway?! VWhat might be a better
version of this idea, If youre unconvinced

Step 3 (Future work): oo few comme

you

mig

!

ntaries cover this! Instead, ask

~self: what are applications of these Ic

Nt be worth exploring?

eas, and what follow-up i1deas

59



problems:—
“This paper inspired me
to develop an idea:”




Example Length

| enjoyed learning about how the researchers used different approaches and compared-and-contrasted them in order to see how various tools
categorized the importance of different graphical sections. | was most interested by the difference between Ground Truth BubbleView clicks and
Predicted Importance projections. Specifically, | thought it was interesting that many of these graphics were magazine-esque layouts, with
background images that projected the theme, but often didn't have super specific iInformation, and large amounts of text in various sizes, colors,
and placements. With BubbleView, it seemed that lots of people would click on the text, as well as these background images, but Predicted
Importance often thought that the background image wasn't too important. | though this finding rerterated how important it is to choose
background images that are intentional, and not just filler images to make the page important. If people’s attention goes there more than we'd
expect, It's crucial to spend time choosing images that accentuate your points rather than distract the reader.

One experience this reminded me of is other Al tools and algorithms that | have seen on social media sites, specifically those that try to decide
the important areas of an image that should be showcased when cropped. Specifically, | remember similar cropping / importance algorithms being
used on Twitter / X. However, these tools turned out to be extremely problematic, often cropping the images to focus on those who are white,
thin, and female. Many articles dived into understanding this, and users themselves tested by adding photos with underrepresented populations vs.
more privileged groups and saw the ethical issues themselves. Many tech people wrote articles (ex. Twitter's Photo-Cropping Algorithm Favors
Young, Thin Females Links to an external site.), as well as Twitter themselves (Sharing learnings about our image cropping algorithm Links to an
external site.). The biases present in this algorithm were deeply connected to general biases in Al, and | would have loved to see the article dive
into that possibility more. They do not touch on any biases in their training data, or any edge cases they see that might need further exploration.

Overall, | felt that future work for this article relies on more than just making the tool open source for people to explore themselves. Certain
fonts, text patterns, and images grabbed the attention of the user greatly, and a guide to those recommendations would make these learnings
even more applicable to the average designer. Although these guides of design tips may exist now, | am sure that at the time of the release of this

article, these suggestions would have really changed how people presented media online.
6|



First readings for Wednesday




Class activity 2 of 3:
Discussion



Yes, there is human-human
interaction in a CS class.

You will join a weekly discussion section

You will dig into themes that arose in commentaries and In class

Discussions run | hursdays and Fridays



Discussion sections

80miIn, once per week

Two 1:30pm Th sections
Three 4:30pm Th sections

Iwo Fr 3pm times sections

65



Required section application

Submit the section application by | 1:59 tonight for priority

placement

L Ink to the application 1s on Canvas

VWe will use this a

bplication to assign you a section anc

C

Iscussant ¢

ate
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Being a discussant

~or one paper, you will be the discussant, responsible for helping
drive effective In-class discussion.

Discussants will prepare by summarizing their section’s
commentaries and using them to launch a conversation on that
paper In section that week. Create a slide deck covering:

Major themes In your section's commentaries, Including quotes

Your response to each of these themes, to kick off discussion

In section, share a theme, deliver your response to it, and discuss!

~20mIn per discussant

6/



Class activity 3 of 3:
Quizzes



Four in-class quizzes

Cover the lecture and reading material covered every two weeks

e.g, Quiz | at the enc

Com

of Week 2 will cover today through next Monday

brehensive final exam during our final exam slot

Closed-book, will ask you to recognize anc

d

D

bly the concepts from lecture

69



Quiz Timeline

week |

week 2 Quiz
week 3

week 4 Quiz
week 5

week 6 Quiz
week /

week 8 Quiz
week 9

week |0

finals Final

/0



Prereqs and background

Most important: are you prepared to dive deep Into foundational
HCI| theories and critique/discuss them!?

Helpful:

Depth In at least one of {computer science, social science methods,
design, ST5}

-xperience In human-computer interaction (e.g., CS 147, CS 247/)

Required:

CS or SymSys HCI track undergraduate and masters: CS 14/ or CS 24/

PhD or other programs: no prereqgs




Grading

30%
407
207%
0%

Paper commentaries
Four quizzes, 10% each
Final

Participation (discussant, section, class)
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Introductions



Michael Bernstein

Assoclate Professor of Computer Science
Stanford HCI Group

Office hours: Wednesdays 4: 1 opm-5:30pm, Gat
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Phil Baillarge
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Michelle Lam
PhD CS

Parker
PhD CS

Miroslav Suzara
PhD Education
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Contact us

Fmail: cs34 /@cs.stanford.edu

Readings, policies, entertainment: cs34/.stanford.edu

Assignment submission: canvas.stanford.edu

/6


http://cs347.stanford.edu
http://canvas.stanford.edu

Questions!
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